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Abstract
Low- power, open- path gas sensors enable eddy covariance (EC) flux measurements in 
remote areas without line power. However, open- path flux measurements are sensi-
tive to fluctuations in air temperature, pressure, and humidity. Laser- based, open- path 
sensors with the needed sensitivity for trace gases like methane (CH4) and nitrous 
oxide (N2O) are impacted by additional spectroscopic effects. Corrections for these 
effects, especially those related to temperature fluctuations, often exceed the flux 
of gases, leading to large uncertainties in the associated fluxes. For example, the 
density and spectroscopic corrections arising from temperature fluctuations can be 
one or two orders of magnitude greater than background N2O fluxes. Consequently, 
measuring background fluxes with laser- based, open- path sensors is extremely chal-
lenging, particularly for N2O and gases with similar high- precision requirements. We 
demonstrate a new laser- based, open- path N2O sensor and a general approach ap-
plicable to other gases that minimizes temperature- related corrections for EC flux 
measurements. The method identifies absorption lines with spectroscopic effects in 
the opposite direction of density effects from temperature and, thus, density and 
spectroscopic effects nearly cancel one another. The new open- path N2O sensor was 
tested at a corn (Zea mays L.) field in Southwestern Michigan, United States. The sen-
sor had an optimal precision of 0.1 ppbv at 10 Hz and power consumption of 50 W. 
Field trials showed that temperature- related corrections were 6% of density correc-
tions, reducing EC random errors by 20- fold compared to previously examined lines. 
Measured open- path N2O EC fluxes showed excellent agreement with those made 
with static chambers (m = 1.0 ± 0.3; r2 = .96). More generally, we identified absorption 
lines for CO2 and CH4 flux measurements that can reduce the temperature- related 
corrections by 10– 100 times compared to existing open- path sensors. The proposed 
method provides a new direction for future open- path sensors, facilitating the expan-
sion of accurate EC flux measurements.
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1  |  INTRODUC TION

The eddy covariance (EC) method is the most direct approach for 
measuring surface– air exchange fluxes. Instrumentation advance-
ment of nondispersive infrared (NDIR) sensors in the past few de-
cades has greatly improved our capability for measuring carbon 
dioxide (CO2), water vapor (H2O), and energy fluxes using the EC 
method (Anderson et al., 1984; Auble & Meyers, 1992; Baldocchi 
et al., 2001; Burba et al., 2010; Goulden et al., 1996). Easy- to- use and 
power- efficient instruments have led to broad spatial and temporal 
coverages of CO2 and H2O flux measurements, which provide criti-
cal information for understanding and predicting carbon and energy 
balances of global ecosystems (Baldocchi, 2020).

Recent advances in narrowband infrared (IR) technology have 
enhanced our capability to measure methane (CH4) and nitrous oxide 
(N2O) fluxes— the second and third most important greenhouse 
gases (GHG) using the EC method (Eugster & Plüss, 2010; Huang 
et al., 2014; Kroon et al., 2010; McDermitt et al., 2011; Neftel et al., 
2010; Zenone et al., 2016; Zona, Janssens, Aubinet, et al., 2013a; 
Zona, Janssens, Gioli, et al., 2013b). However, a large fraction of the 
CH4 flux measurements and all of the N2O flux observations are 
based on closed- path systems that require a power- hungry pump, 
a temperature- controlled enclosure, and labor- intensive installation 
and maintenance (Nemitz et al., 2018). These requirements con-
strain the spatial coverage of EC measurements, preventing their 
deployment in remote ecosystems that contribute to significant un-
certainties of top- down emission estimates, such as Arctic tundra 
and wetlands for CH4 and tropical and marine ecosystems for N2O 
(Mastepanov et al., 2008; Montzka et al., 2011). Even in croplands, 
where most anthropogenic N2O emissions occur, supplying the 
needed power infrastructure is challenging.

A laser- based, open- path sensor design provides high preci-
sion measurements and overcomes the power challenge but is in-
trinsically sensitive to ambient condition changes. McDermitt et al. 
(2011) developed a commercial open- path CH4 sensor for EC mea-
surements with a precision of five parts per billion volume (ppbv) 
at 10 Hz and low power consumption (<10 W), which has signifi-
cantly improved spatial coverages of CH4 flux measurements (Burba 
et al., 2019). However, when exposed to the ambient environment, 
open- path measurements are impacted by variations in atmospheric 
conditions, especially temperature fluctuations. Flux- induced con-
centration changes for long- lived GHGs could be overwhelmed by 
such impacts, making it almost impossible to measure small fluxes 
with high confidence (Burba et al., 2019; Chamberlain et al., 2017; 
Nemitz et al., 2018). For instance, N2O has a high atmospheric back-
ground concentration around 330 ppbv, and flux- related fluctua-
tions of N2O (~0.1 ppbv without strong sources or sinks) can be one 
or two orders of magnitude smaller than the impacts of temperature 
fluctuations (a few ppbv).

Temperature effects manifest themselves in laser- based, 
open- path EC measurements in two ways. First, as an air parcel 
moves vertically, its temperature may differ from the surrounding 
environment, causing expansion or contraction of the air parcel 

(Lee & Massman, 2011). For example, when two air parcels with 
the same N2O molecular density, located above and below a 
sensor, move toward the sensor (Figure 1a), the rising air parcel 
will have a lower density (expansion) than the sinking one (con-
traction). Trace gas density changes from the ideal gas law lead 
to a buoyancy flux that needs to be corrected when calculating 
ecosystem fluxes (Burba et al., 2019). Second, spectroscopic ab-
sorption lines themselves have a strong temperature dependence 
(Figure 1b). Laser- based, open- path sensors measure gas densities 
by detecting changes of light intensity caused by the absorption 
of target molecules. The laser light only interacts with molecules 
at certain differences of rotational- vibrational (ro- vibrational) 
energy levels. Therefore, the strength of the absorption line de-
pends on the molecular population distribution of ro- vibrational 
energy states, which follows the Boltzmann distribution and shifts 

F I G U R E  1  Temperature- related density effects and 
spectroscopic effects. Panel (a) shows expansion and contraction 
caused by vertical movements of air parcels, leading to density 
changes. Panel (b) demonstrates population shifts for different 
energy states and broadening effects caused by temperature 
variations

(a)

(b)
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as temperature changes (Hanson et al., 2016). The line shape also 
depends on temperature because of Doppler broadening (caused 
by the Doppler effect of molecules with different velocities) and 
collision broadening (due to perturbations by collisions; Hanson 
et al., 2016). Therefore, measurement results from laser- based, 
open- path sensors are subjected to temperature- related spectro-
scopic effects, which also need to be accounted for estimating 
air– ecosystem exchange fluxes.

Corrections for temperature- related density and spectroscopic 
effects can lead to large random and systematic errors in fluxes. 
Webb et al. (1980) proposed an analytical solution to account for the 
density effects in post- field analysis using sensible heat flux, known 
as the WPL correction. Burba et al. (2019) proposed corrections for 
spectroscopic effects in a similar manner. The robustness of WPL 
and spectroscopic corrections have been examined under ideal con-
ditions experimentally (Burba et al., 2019; Chamberlain et al., 2017; 
Ham & Heilman, 2003; Leuning et al., 1982). However, random and 
systematic errors in sensible and latent heat fluxes can propagate 
through corrections to corrected fluxes (Lee & Massman, 2011; 
Richardson et al., 2006). In addition, frequency response attenua-
tion caused by separations and differences in the sampling paths of 
the instruments also needs corrections. How and when to apply the 
frequency response corrections during the post- processing relative 
to WPL and spectroscopic corrections are still under debate, and 
different choices could lead to significant differences in EC fluxes 
(Burba et al., 2019; Chamberlain et al., 2017; Lee & Massman, 2011; 
Nakai et al., 2020).

Because of the large random and systematic errors due to tem-
perature corrections, open- path EC measurements of gases with 
small fluxes are considered uncertain and of limited use (Nemitz 
et al., 2018). Particularly, trace gases that have pulse emissions 
followed by extended low- flux periods, such as N2O, could lead to 
large biases for long- term measurements (Chamberlain et al., 2017). 
Burba et al. (2019) estimated that temperature- related density and 
spectroscopic corrections could be 50 and −30 to 80 times the back-
ground N2O flux, respectively.

One way to mitigate these temperature effects is to choose 
spectroscopic lines such that the temperature- related spectroscopic 
and density corrections have different signs but similar magni-
tudes, and therefore, the net temperature correction is minimized. 
Exploring this possibility, we demonstrate a new quantum cascade 
laser (QCL)- based, open- path N2O sensor, which was tested in a 
maize field at the Kellogg Biological Station (KBS), Michigan, United 
States. The method also minimizes systematic errors arising from 
separate locations of the temperature and trace gas measurements 
as the underlying physical processes related to temperature changes 
occur simultaneously in the same sensing volume. The sensing ap-
proach allows for accurate measurements of N2O fluxes, despite the 
inherent small fluctuation on a large background. The temperature 
minimization approach is applicable to other trace gas fluxes, and 
nominal absorption lines for CO2 and CH4 measurements are also 
identified.

2  |  MATERIAL S AND METHODS

2.1  |  Correction terms for laser- based open- path 
instrument

The EC method calculates flux as the covariance of turbulent parts 
of vertical wind and gas concentration 

(
w′�′

c

)
. Temperature- related 

corrections as well as corrections for pressure-  and H2O- related ef-
fects can be expressed following Burba et al. (2019):

where Fc is the corrected flux (µg·m−2·s−1); w is the vertical wind (m·s−1); 
�cm is the measured gas density (µg·m−3); � is the ratio of molar masses 
of air to water; �d is dry air density (µg·m−3); �v is H2O density (µg·m−3); 
T is the air temperature (K); and p is the pressure (Pa). k is a prede-
termined spectroscopic correction coefficient that relates measured 
gas density to actual gas density as �c = k

(
T , p, �v

)
�cm. Fd,v, Fd, T, and 

Fd, p are H2O- , temperature- , pressure- related density corrections, re-
spectively, taking account of the mean spectroscopic effect (k). Fs is the 
spectroscopic correction. More details and derivation of Equation (1) 
can be found in Lee and Massman (2011) and Burba et al. (2019). Table 
1 summarizes the causes and impacts of these corrections.

Ignoring nonlinear dependency of k on T, p, and �v and corre-
sponding higher order terms (i.e., w′T ′T ′), Equation (1) can be rear-
ranged as:

with
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Fd,T, and Fd,p) to incorporate spectroscopic effects. Equation (2) is a 
first- order approximation of Equation (1) and effectively estimates 
the magnitudes of net corrections (sum of spectroscopic and den-
sity corrections) in terms of density corrections and the raw co-
variances (i.e., w′T ′ , w′p′ , and w′�′
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that temperature corrections are due to Fd,T only with no spectro-
scopic effects, which is the case for NDIR CO2 and H2O sensors 
(Burba et al., 2019). MT decreases when temperature- related spec-
troscopic effects impact �cm in the opposite direction of density 
effects, and MT = 0 indicates no temperature effects. Therefore, 
minimizing ||MT

|| is equivalent to reducing the net temperature- 
related correction.

Using Equation (2) may lead to errors when k
(
T , p, �v

)
 has a sig-

nificant nonlinear dependence on T, p, and �v. However, higher order 
covariance terms, such as w′T ′T ′, often are much smaller than flux 
terms and can be ignored. Therefore, the nonlinear dependency of 
k has a limited impact on MT and temperature- related corrections. 
Nevertheless, using Equation (1) can reduce associated errors lead-
ing to more accurate results.

2.2  |  Line selection and sensor 
development method

Figure 2 outlines the conventional and the proposed method for 
absorption line selection and sensor development using N2O as an 
example. Figure 2a shows the strongest absorption lines of N2O 
in its fundamental band. Conventionally, line strength, interfer-
ences from other gases, and availability of laser wavelengths are 
the major factors influencing line selection for a laser- based sen-
sor (Figure 2d). We propose two additional steps for optimizing 
open- path, laser- based sensors. First, as shown in Figure 2b, MT is 
estimated for these N2O lines using spectroscopic simulations at a 
reference temperature (25°C). More details about the simulations 
and associated uncertainties are provided in SI Section I. An ideal 

F I G U R E  2  The conventional and proposed methods for sensor development. The conventional method, which considers absorption line 
intensity, interference from other gases, and laser and detector availability, is shown by black boxes (panels (a) and (d)) and the black arrow. 
Red boxes (panels (b) and (c)) and red arrows show the added steps of the proposed method. Panel (b) shows the simulated temperature 
multipliers (MT) at 25°C, and the red line shows the selected absorption line that minimizes |MT|. Panel (c) shows detailed simulations at 
different temperatures and laboratory validation of the simulations for the selected line (4.542 μm). The simulations and laboratory tests are 
for the wavelength modulation spectroscopy peak- to- trough height method. Using different methods may lead to different results and line 
selections

(a)

(b)

(c)

(d)
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line as described previously has MT close to zero, and the lines at 
4.458, 4.542, and 4.546 µm have ||MT

|| of <0.1 at 25°C (Table 2). We 
used the 4.542 µm line to develop the open- path N2O sensor. H2O- 
induced broadening effects of the 4.542 µm line were investigated 
experimentally (SI Section II). To confirm the line is insensitive to 
temperature variations, detailed simulations were conducted at a 
range of temperatures. The simulated readings for 330 ppbv N2O 
appear less sensitive to temperature than those impacted by den-
sity and spectroscopic effects individually (Figure 2c). From 15 to 
38°C, the simulated changes caused by 1°C temperature change 
are smaller than the optimal 10 Hz precision of the open- path N2O 
sensor (0.10 ppbv). The simulation results were verified through a 
laboratory experiment (Figure 2c; SI Section III).

Note that MT is a function of T, and ||MT
|| changes when the tempera-

ture changes. Therefore, ||MT
|| may no longer be minimized for a tempera-

ture different from the reference. MT was also simulated for the lines at 0 
and 50°C (Table 2), and the changes in MT are usually small (±0.2) for typ-
ical seasonal temperature variations (±25°C). Nonetheless, if needed, ab-
sorption lines that minimize ||MT

|| at extreme temperatures would likely be 
an adjacent absorption line that could be readily tuned with the same laser.

2.3  |  Open- path N2O sensor and field tests

As a proof of concept, a QCL- based, open- path N2O sensor was de-
veloped to measure EC flux using the optimal 4.542 µm N2O line. The 

TA B L E  2  CO2, CH4, and N2O lines that are insensitive to temperature fluctuations when the wavelength modulation spectroscopy peak- 
to- trough height method is used

Species
Conc. Flux Fd,T

Line

MT

Net temperature- related 
correctionWavenumber Wavelength

ppmv mg m−2 h−1 mg m−2 h−1 cm−1 nm mg m−2 h−1 % of final flux

CO2 391 720 1434 3590.78 2784.91 0.11 (−0.10, 0.33) 161 22

3631.84 2753.43 0.02 (−0.18, 0.23) 26 4

6205.34 1611.52 0.03 (−0.20, 0.21) 46 6

6246.30 1600.95 0.01 (−0.19, 0.23) 7 1

6226.34d 1606.08d 1.49d 2137d 297d

CH4 1.81 3.00 2.46 2948.11 3392.01 0.08 (−0.10, 0.25) 0.20 7

3104.57 3221.05 −0.08 (−0.19, 0.11) −0.20 −7

5915.00 1690.62 −0.13 (−0.34, 0.07) −0.31 −10

6096.42 1640.31 −0.13 (−0.34, 0.07) −0.33 −11

6057.08d 1650.96d 1.44d 3.54d 118d

N2O 0.31 0.020 1.130 2199.74 4546.00 0.033 (−0.204, 
0.248)

0.037 187

2201.75 4541.84 0.065 (−0.122, 
0.265)

0.074 369

2243.76 4456.80 0.002 (−0.231, 
0.213)

0.003 14

2229.43d 4485.45d 1.54d 1.74d 8701d

% g m−2 h−1 g m−2 h−1 cm−1 nm g m−2 h−1 % of final flux

H2Oe 1.5 290.0 22.0 2200.31 4544.82 −3.41 (−3.94, −2.97) −75.0 −26

3590.24 2785.33 −1.40 (−0.45, −5.53) −30.8 −11

3632.28 2753.09 −1.10 (−1.58, −0.72) −24.2 −8

2936.97 3404.87 −1.65 (−1.98, −1.35) −36.2 −12

3103.02 3222.67 0.95 (0.88, 1.02) 20.9 7

5915.15 1690.57 −3.42 (−3.85, −2.92) −75.3 −26

6244.72 1601.35 0.08 (−0.27, 0.09) 1.7 1

Note: Magnitudes of fluxes and temperature- related correction (for H = 200 W/m2, ambient pressure of 101 kPa, and 25°C) for CO2, CH4, and N2O 
are the same as listed in Burba et al. (2019) table 5 for intercomparison. Fd,T is temperature- related density correction, and MT is the temperature 
multiplier that adjusts temperature- related density correction to incorporate temperature- related spectroscopic correction. MT listed in the table and 
the two values in the brackets are estimated for 25, 0, and 50°C, respectively.
aAbsorption lines and results adapted from Burba et al. (2019) for the comparison at 25°C.
bH2O lines near CO2, N2O, and CH4 lines.
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measurement principle of the N2O sensor has been described by Tao 
et al. (2012) and is briefed here. Wavelength modulation spectroscopy 
was implemented to enhance the signal- to- noise ratio and reduce in-
terferences from other lines. A Herriot multi- pass cell achieved a total 
path length of 18.9 m with a cell base length of 0.3 m. The total uncer-
tainty of the N2O measurements was estimated at 0.15 ppbv ± 10%. 
The ambient N2O line itself was used to lock the laser scanning range 
from drifting. The sensor was calibrated, and the stability of the sen-
sor was examined using N2O standard gases before and after the field 
trials in an environmental chamber (SI Section IV).

The open- path N2O sensor was installed on an EC tower along 
with an LI- 7500 CO2/H2O analyzer (LI- COR Biosciences Inc.) and a 
CSAT3 3D sonic anemometer (Campbell Scientific Inc.) at the US- 
KM1 site of the Great Lakes Bioenergy Research Center's Scale- up 
Experiment at the Kellogg Biological Station in the summers of 2015 
and 2016. Figure 2d shows the setup of the tower, and the instru-
ment height was maintained at 1.5– 2.0 m above the average canopy 
height. The field was converted to no- till continuous maize in 2009 
from a USDA Conservation Reservation Program grassland, where 
the dominant vegetation was smooth bromegrass (Abraha et al., 
2018). Urea ammonium nitrate (28% liquid N: ~180 kg N ha−1 year−1) 
fertilizers were applied by a split application during planting in May 
and by side dressing in mid- June (Abraha et al., 2018).

EC fluxes were calculated at 30- min intervals following the frame-
work proposed by Mauder et al. (2013). Modifications were made to 
investigate spectroscopic and density corrections. N2O fluxes were 
calculated using both Equations (1) and (2). Temperature measure-
ments from the CSAT3 were used for temperature- related corrections, 
and H2O measurements from the LI- 7500 were used for H2O- related 
corrections. Pressure- related corrections were neglected in this study 
because of lacking high- frequency pressure measurements as in most 
EC flux studies (Burba et al., 2019). Using an NDIR CO2 sensor, Zhang 
et al. (2011) showed that the pressure- related density correction ac-
counted for 20% of the annual net ecosystem production of a forest 
in China. However, the pressure- broadening effect for the laser- based 
system could offset the impact of the pressure- related density effect, 
as shown in Table 1, leading to smaller errors.

Conventionally, random errors of corrected fluxes are calculated 
by applying the relative errors of raw covariances to fully corrected 

fluxes (Mauder et al., 2013), which could create significant biases 
in random errors when corrections overwhelm the true fluxes. For 
a sensor subjected to strong thermal density effects, the signal- to- 
noise ratio would be higher than a sensor insensitive to such ef-
fects, even if they have the same intrinsic measurement precision. 
Consequently, lower random errors would be assigned to the more 
temperature- sensitive measurements than those from a sensor 
insensitive to temperature variations. This is because the errors 
caused by corrections are ignored in this case. To account for this, 
we considered random errors propagated through corrections:

where �
w′�′

cm

, �
w′�′

v

, and �
w′T ′ are the random errors of high- frequency 

attenuation corrected covariances of corresponding terms. Caveats of 
using Equation (4) are discussed in Section 3; details about EC calcula-
tions and quality controls are provided in SI Section V.

Soil N2O fluxes were also measured using the static chamber (SC) 
method (Holland et al., 1999; Oates et al., 2016). All SC measure-
ments took place after 10:00 and before 16:00 local time. SC fluxes 
measured at multiple locations were averaged spatially to compare 
with N2O EC fluxes. Because there were temporal gaps in the EC 
measurements due to instrument issues and non- ideal atmospheric 
conditions for the EC method, mean N2O EC fluxes within a time 
window of ±2 h of the corresponding SC measurement were used 
for the comparisons. Details about SC measurements and uncer-
tainty estimation are provided in SI Sections VI.

3  |  RESULTS AND DISCUSSIONS

3.1  |  Measured N2O fluxes

In- field precision (Allan deviation) of the open- path N2O sensor was 
estimated to be 0.10 ppbv at 10 Hz in 2015 and 0.15 ppbv at 10 Hz 
in 2016 at the beginnings of the field deployments (Figure S11), 
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TA B L E  3  Diel means (daytime (07:00– 19:00) means) of N2O fluxes and corrections measured during 2015 and 2016 deployments

Year
Raw N2O flux 
(w′�

′
cm

)
Corrected 
N2O flux (Fc)

Detection limit
(1.96�Fc

, 95% CI)
Spectroscopic 
correction (Fs)

Density 
correctiona 
(Fd,T + Fd,v)

Net correctionb  
(

Fs + Fd,T + Fd,v
)

Temperature- 
related 
correction 
(MT ⋅ Fd,T)

H2O- related 
correction 
(Mv ⋅ Fd,v)

2015 0.45 (0.75) 0.52 (0.84) 0.14 (0.20) −0.16 (−0.33) 0.23 (0.42) 0.07 (0.10) 0.01 (0.02) 0.05 (0.08)

2016 0.07 (0.11) 0.14 (0.20) 0.06 (0.08) −0.17 (−0.35) 0.24 (0.45) 0.07 (0.10) 0.02 (0.03) 0.06 (0.08)

Note: The unit of the fluxes and corrections is mg N2O- N·m−2·h−1. Fd,T and Fd, v are temperature-  and H2O- related density corrections, respectively. 
Pressure- related density correction is ignored here. Fs is spectroscopic correction. MT and Mv are the temperature and H2O multipliers that adjust 
density corrections to incorporate spectroscopic corrections.
aPressure- related density correction is ignored in this study.
bThe net correction was calculated using Equation (1), which may be different from the sum of MT ⋅ Fd,T and Mv ⋅ Fd, v because of the nonlinear 
dependency of k to H2O concentration and temperature.
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comparable to state- of- the- art closed- path sensors used in previ-
ous N2O EC flux studies of Nemitz et al. (2018). Figure S6 shows 
the time series of N2O concentrations and N2O fluxes measured by 
EC and SC methods. Although the in- field power consumption was 
30– 50 W, power management issues related to solar panels led to 
large data gaps. N2O emissions after planting and fertilization were 
captured in 2015 but not in 2016. Consequently, the diel mean N2O 
EC flux in 2015 was four times those in 2016 (Table 3), highlight-
ing the importance of capturing episodic N2O emissions. Clear diel 
changes with high fluxes in the daytime, especially in the afternoon, 
were observed in 2015 and 2016 (Figure 3). Such a diel change has 
also been reported by Huang et al. (2014) and Zona et al. (2013b) 
for agricultural lands. The diel means of flux detection limit (95% CI) 
were 140 and 60 µg N2O- N m−2 h−1 in 2015 and 2016, respectively. 
The diel means of flux detection limit due to instrument errors were 
smaller (30– 50 µg N2O- N m−2 h−1) and comparable to previous stud-
ies (Kroon et al., 2007; Neftel et al., 2010; and Huang et al., 2014). 

These instrument error- related detection limits also fall in the mid- 
range of expected N2O fluxes (1.2– 120 µg N2O- N m−2 h−1) estimated 
by Nemitz et al. (2018). Details about measured EC fluxes, flux de-
tection limits, and cospectra analyses of EC measurements are pro-
vided in SI Section VII, VIII, and IX, respectively.

Fluxes measured by SC and EC methods showed a good agree-
ment with an R2 of .96, a slope of 1.0 ± 0.3 (95% CI), and a bias of 
22 ± 43 µg·m−3 (Figure 4). EC fluxes were slightly higher than the 
SC fluxes, especially for low flux periods in 2016. Previous N2O EC 
measurements conducted with a closed- path system reported that 
SC observations were 20% lower than EC observations (Wang et al., 
2013). Changing the temporal pairing window from ±2 to ±1 h and 
±3 h leads to regression slopes of 1.2 ± 0.4 and 1.1 ± 0.3, respectively 
(SI Section X). Therefore, it is unclear whether the differences were 
caused by biases of SC flux measurements (e.g., neglecting pressure- 
related corrections), biases of spectroscopic and density corrections 
for the EC fluxes, or temporal mismatch between the two methods.

F I G U R E  3  Diel variations of N2O fluxes, flux corrections, and counts of valid observations. Panels (a) and (b) show the diel patterns 
of raw and corrected N2O fluxes observed in 2015 and 2016. The bars and whiskers show 5th, 25th, 50th, 75th, and 95th percentiles 
of hourly composite data. The grey areas show the median detection limits (1.96σFc, 95% CI). Corrected EC fluxes were calculated using 
Equation (1). Panels (c) and (d) show density corrections (Fd,T + Fd,v in Equation 1, purple) and spectroscopic corrections (Fs in Equation 1, 
green), H2O- related corrections (Mv·Fd,v in Equation 2, red), and net corrections (Fd,T + Fd,v + Fs in Equation 1, black). The sample sizes for the 
corresponding hour are shown in (e) and (f), repsectively

(a) (b)

(c) (d)

(e) (f )
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3.2  |  Measured density and spectroscopic corrections

Relatively small corrections (diel mean values about 70 µg N2O- N m−2 h−1 
in both 2015 and 2016) are needed when using the open- path N2O 
sensor to measure EC fluxes, as demonstrated by the diel patterns and 
means of raw N2O fluxes (w′�′

cm
) and corrected N2O fluxes in Figure 3 

and Table 3. Figure 3 also shows spectroscopic and density corrections 
for EC flux measurements. Both corrections were comparable to the ob-
served N2O fluxes, especially during the day when sensible heat and latent 
heat fluxes were large. However, spectroscopic and density corrections 
canceled each other as expected, with the net corrections at one- third of 
density corrections on average. Noteworthily, the changes in tempera-
ture, pressure, and H2O concentrations introduce variations to MT, which 
varied from −0.05 to 0.13 during the field tests for the open- path N2O 
sensor using the 4.542 µm line. Even considering these variations, the net 
temperature- related correction will remain small if ||MT

|| is minimized for 
the targeted temperature. Only 20% of the net corrections were caused 
by temperature- related effects based on fluxes and corrections calculated 
using Equation (2), which were ~6% of density corrections.

Unlike the temperature- related spectroscopic effect, the H2O- 
induced spectroscopic effect impacts the reading in the same direc-
tion as the H2O dilution effect. As a result, Mv cannot be minimized 
the same way as MT, and H2O- related effects require large corrections 
(Table 1). As shown in Figure 3c,d, the H2O- related correction domi-
nates the overall correction when the temperature- related correction 
is minimized. Measuring H2O by simultaneously scanning both target 

gas and H2O using the same instrument instead of using H2O concen-
trations measured by a different sensor (often in a different location) 
can reduce the errors. For example, the 4.546 µm N2O line has an ad-
jacent H2O line that could be used for H2O corrections. We did not use 
this line in the field as the QCL tuning range was insufficient for our 
tests. Nonetheless, any H2O measurements would also be impacted 
by spectroscopic and density effects, as shown in Table 2. Although 
|MT| for these adjacent H2O lines is larger than those of the desired 
CO2, CH4, and N2O lines, Fd,T of H2O flux is relatively small compared 
to typical H2O fluxes. Therefore, temperature- related spectroscopic 
and density effects have limited impacts on these adjacent H2O lines.

3.3  |  Random and systematic errors caused by 
corrections

With the new QCL- based, open- path N2O sensor, the observed net cor-
rections had much smaller variations than spectroscopic and density 
corrections because they canceled each other (Figure 3c,d). These re-
sults are consistent with Equation (4) for near- zero ||MT

||. Figure 5 further 
illustrates the effects of minimizing ||MT

|| on EC flux errors. Background- 
level flux (20 µg N2O- N m−2 h−1) is considered with the same Fd,T as listed 
in Table 2 and an Fd,v of 150 µg N2O- N m−2 h−1 (LE~200 W m−2 s−1). 

F I G U R E  4  Comparison between eddy covariance (EC) and 
static chamber (SC) N2O fluxes (n = 18). Vertical error bars show 
the standard deviation of EC observations made ±2 h of the SC 
measurement time. Horizontal error bars show the standard 
deviation of SC measurements made at different locations of 
the field. The red line shows error- weighted orthogonal distance 
regression (ODR) result using both 2015 and 2016 observations. 
The uncertainties for the ODR results are 95% CI

F I G U R E  5  Examples of impacts of temperature multiplier (MT) on 
random and systematic errors of corrected flux with a sensible heat 
flux of 200 W m−2 s−1, a latent heat flux of 200 W m−2 s−1, an ambient 
pressure of 101 kPa, an ambient temperature of 25°C, and N2O 
concentration of 310 ppbv. The random error (the solid black line, 
1.96σFc, 95% CI) of the corrected flux are square roots of the sum 
of random errors of measured flux and correction terms. The blue 
and orange lines represent systematic errors associated with sensor 
drifting (−5%) and over- correction of high- frequency attenuation for 
correction terms (+5%), respectively. The dash grey lines show the 
MT for the 4.485 μm N2O line, pure density effect (MT = 1), and the 
4.444 μm N2O line. The grey area shows the measured MT during  
the field tests in 2015 and 2016 using the 4.542 μm N2O line
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Random and systematic errors are considered. Random error calculated 

using Equation (4) with w′�′
cm, w′T ′, and w′�′

v assumed to have a relative 
uncertainty of 15% (95% CI). The minimal random error of the corrected 
flux occurs at MT close to zero, which is 10 and 15 times smaller than the 
random errors at MT = 1 (density effects only) and MT = 1.54 (4.444 µm 
N2O line), respectively. Systematic errors, including a −5% bias because 
of sensor reading drift and +5% biases in Fd,T and Fd, v terms due to 
frequency- response correction errors, are also minimized when MT ap-
proaches 0 (Figure 5). Systematic biases in Fd,T and Fd,v frequently occur 
as there are larger uncertainties in frequency- response corrections for 
path- averaging and sensor separations (Burba et al., 2019).

Random and systematic errors illustrated here are idealized 
and simplified. Previous EC calculations estimated the random 
error of corrected flux by assuming it has the same relative mag-
nitude of �w′�′

cm (Mauder et al., 2013). Compared to Equation (4), 
the conventional way could significantly underestimate the ran-
dom error as strong density and spectroscopic effects increase the 

apparent signal- to- noise ratio (see SI Section V for more details). 
Using Equation (4) considers the errors propagated through cor-
rections, but it assumes that random errors of w′�′

cm
, w′�′

v, and w′T ′ 
are independent of each other, which needs further investigation. 
Moreover, other systematic errors could exist in sensible heat and 
latent heat fluxes, as widely shown by energy closure issues (Lee & 
Massman, 2011; Richardson et al., 2006). Nevertheless, having a ||MT

|| 
that minimizes the errors propagated through corrections reduces 
uncertainties in corrected fluxes and increases the confidence in EC 
flux measurements.

3.4  |  Implications for flux measurements

With the conventional line selection, N2O EC fluxes measured by 
an open- path sensor would be overwhelmed by spectroscopic and 

F I G U R E  6  Line intensities, simulated values of temperature multiplier (MT), and simulated temperature impacts on sensor readings for 
CO2 and CH4 lines near 2.77 and 3.3 μm, respectively. Panels (a) and (b) show line intensities and MT for CO2 and CH4 lines. Red lines and 
dots show selected lines for detailed sensor performance simulations at 2.786 and 3.392 μm. Panels (c) and (d) show simulated temperature 
impacts on sensor readings for 400 ppmv CO2 and 1800 ppbv CH4 using the selected CO2 and CH4 lines, respectively

(a) (b)

(c) (d)
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density corrections. Using the method proposed here, however, we 
minimize the net temperature- related corrections for EC measure-
ments, making it possible to measure background N2O flux. We 
developed a laser- based, open- path N2O and conducted the first 
open- path N2O EC flux measurements powered by solar panels. 
We show that the net temperature- related corrections were sig-
nificantly reduced, and corrected fluxes were in close agreement 
with conventional static chamber- based fluxes over the same pe-
riods (Figure 4).

More broadly, values of MT at 0, 25, and 50°C were calculated 
for CO2 lines near 1.6 and 2.7 µm, CH4 lines near 1.6 and 3.3 µm, 
and H2O lines adjacent to the CO2 and CH4 lines investigated. We 
identified CO2 and CH4 lines that have near- zero ||MT

|| and can sig-
nificantly reduce the net temperature- related correction (Table 1). 
The lines listed in Burba et al. (2019) are also included in Table 2 for 
comparison, and the same sensible heat flux, gas fluxes, and Fd,T used 
in their study were used to estimate correction terms and their con-
tributions to total fluxes. Figure 6 shows examples of selected CO2 
and CH4 lines. For CO2, the potential lines identified in our method 
reduces the net temperature- related correction by up to 100 times 
at 25°C compared to an NDIR sensor (e.g., LI- 7500 CO2/H2O ana-
lyzer) which has an MT = 1. For CH4, the potential lines can reduce 
the temperature- related correction by about ten times compared 
to existing commercially available open- path CH4 instruments at 
25°C. ||MT

|| remains relatively small for these lines when temperature 
changes from 0 to 50°C (<0.34). Although detailed laboratory val-
idation and field tests are still needed for CO2 and CH4 lines, our 
work provides a new direction for future low- power and easy- to- use 
instruments for flux measurements.
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I. Spectroscopic calculation 

The HITRAN Application Programming Interface (HAPI) was used to calculate the line intensity and line 

shape at a given temperature and pressure (Kochanov et al., 2016). The absorption of an absorption line 

centered at 𝜈′′ at wavenumber 𝜈 (cm-1) can be calculated as  

1 −
𝐼

𝐼0
= exp(−𝑛𝑆(𝑇)𝑓(𝜈; 𝜈′′, 𝑇, 𝑝)𝐿) (S1) 

where 𝐼 is the light intensity passing through the sample cell; 𝐼0 is the original light intensity; 𝑛 is number 

density of target gas in the sample cell; 𝑆(𝑇) is the line intensity; 𝑓(𝑣; 𝑣’’, 𝑇, 𝑝) is the line shape function; 

and 𝐿 is the length of the sample cell. 

 

The line intensity can be calculated as  

𝑆(𝑇) = 𝑆(𝑇ref)
𝑄(𝑇ref)

𝑄(𝑇)

exp(− 𝑐2𝐸′′ 𝑇⁄ )

exp(− 𝑐2𝐸′′ 𝑇ref⁄ )
 

[1 − exp(𝑐2𝜈 𝑇⁄ )]

[1 − exp(𝑐2𝜈 𝑇ref⁄ )]
 (S2) 

where 𝑆 is the line intensity (cm-1 molecule-1 cm-2), 𝑄 is the total internal partition sum, 𝑇ref equals to 296 

K, 𝑇 is the ambient temperature (K), 𝑐2 is the second radiation constant, 𝐸’’ is the lower-state energy of 

the transition line (cm-1), and 𝜈 is the wavenumber of transition line (cm-1). The line shape also changes 

with temperature and pressure. The Voigt line shape is used in this study, which is a convolution of a 

Gaussian profile (Doppler-broadening effect) and a Lorentzian profile (pressure-broadening effect). The 

half-width at half-maximum (HWHM) of the Gaussian profile is given by  

𝛼𝐷(𝑇) =
𝜈

𝑐
√

2𝑁𝐴𝑘𝑇 ln 2

𝑀
 (S3) 

where 𝛼𝐷 is the HWHM of the Gaussian profile in cm-1, 𝑐 is the speed of light (cm s-1), 𝑁𝐴 is the 

Avogadro constant, 𝑘 is the Boltzmann constant, and 𝑀 is the molar mass of the target gas. The 

Lorentzian HWHM is calculated as   

𝛾(𝑝, 𝑇) = (
𝑇ref

𝑇
)

𝑛air

𝛾air (𝑝dryair +
𝛾H2O

𝛾air
𝑒) = (

𝑇ref

𝑇
)

𝑛air

𝛾air𝑝𝑒  (S4) 
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where 𝛾 is the Lorentzian HWHM (cm-1), 𝑛air is the coefficient of the temperature dependence of the air-

broadened half-width, 𝛾air is the air-broadened HWHM (cm-1/atm) at 296 K and 1 atm, 𝑝dryair is the 

pressure of dry air (atm), 𝛾H2O is the water vapor-broadened HWHM (cm-1/atm) at 296 K and 1 atm, 𝑒 is 

water vapor pressure (atm), and 𝑝𝑒 is the effective pressure (atm). The self-broadening effect is ignored 

here. The Gaussian profile can be expressed as  

𝑓𝐺 (𝜈; 𝜈′′, 𝑇) = √
ln 2

𝜋 𝛼𝐷
2 exp (−

(𝜈 − 𝜈′′)2 ln 2

𝛼𝐷
2 )  (S5) 

The Lorentzian profile can be expressed as  

𝑓𝐿(𝜈; 𝜈′′, 𝑇, 𝑝) =
1

𝜋

𝛾(𝑝, 𝑇)

𝛾(𝑝, 𝑇)2 + [𝜈 − (𝜈′′ + 𝛿𝑝)]
2  (S6) 

where 𝛿𝑝 is the pressure shift. And the Voigt profile is a convolution of the Gaussian profile and the 

Lorentzian profile 

𝛾𝜈(𝜈; 𝜈′′, 𝑇, 𝑝) = ∫ 𝑓𝐺(𝜈′; 𝜈′′, 𝑇)𝑓𝐿(𝜈 − 𝜈′; 𝜈′′, 𝑇, 𝑝) d𝜈′
+∞

−∞

(S7) 

The Voigt profile is calculated using HAPI (Kochanov et al., 2016).  

 

The open-path N2O sensor measures N2O concentration as the peak-to-trough height (PTH) of the second 

harmonic (2f) signal of wavelength modulation spectroscopy (WMS). 2f signals were simulated following 

Sun, Tao, Miller, Khan, and Zondlo (2013). In addition to slow ramp scans across the absorption feature, 

a high-frequency modulation is added to drive the laser. The drive current can be expressed as  

𝑖(𝑡) = 𝑖𝑅𝑅(2𝜋𝑓𝑅𝑡) + 𝑖𝑚 cos(2𝜋𝑓𝑚𝑡) + DC (S8) 

where 𝑖𝑅 and 𝑖𝑚 are the amplitudes of the current ramp and sinusoidal modulation; 𝑅(2𝜋𝑓𝑅𝑡) is the 

sawtooth ramp function with frequency 𝑓𝑅; and DC is the direct current component. The current 

modulation leads to a laser intensity modulation that is proportional to the drive current as well as a 

frequency modulation around 𝜈0, which can be expressed as 

𝜈(𝑡) = 𝑖𝑅𝜂𝑅𝑅(2𝜋𝑓𝑅𝑡) + 𝑖𝑚𝜂𝑚 cos(2𝜋𝑓𝑚𝑡 + 𝜙) + 𝜈0 (S9) 
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where 𝜂𝑅 and 𝜂𝑚 are the current-to-frequency tuning rates (cm-1/mA) at the ramp frequency and 

modulation frequency; and 𝜙 is the phase difference between the modulated laser frequency and laser 

intensity. 𝜂𝑅, 𝜂𝑚, and 𝜙 are experimentally measured using the method described in Tao, Sun, Khan, 

Miller, and Zondlo (2012).  

 

Detector signals can be simulated by substituting Eq. (S9) in Eq. (S1). Then, an infinite impulse response 

(IIR) low-pass Butterworth filter (“scipy.signal.butter” function from the Scipy package) is applied to 

acquire WMS 2f signals, which can be expressed as 

𝑋(𝑡) = IIR(𝐼(𝑡) cos(4𝜋𝑓𝑚𝑡)) (S10) 

More details of the WMS simulation are given in Sun et al. (2013). 

 

Simulated 2f spectra at different temperatures, pressures, and H2O concentrations were used to derive the 

spectroscopic correction factor (𝑘). 𝑘 has different relationships with 𝑇, 𝑝, and 𝜌𝑣 depending on the 

methods used to retrieve concentrations even with the same spectrum. Figure S1a shows three methods: 

1) the peak-to-trough height (PTH) method normalized by the first harmonic (1f) signal; 2) the peak 

height method (2f peak) normalized by the 1f signal; and 3) the singular value decomposition fitting 

method. Figure S1b shows their response to the modulation index (𝑚 = 𝑖𝑚𝜂𝑚/HWHM), which changes 

with the ambient pressure and temperature. The three approaches have different responses to temperature 

fluctuation, and the PTH method is used in this study.  

 

The uncertainty (95% confidence interval (CI)) of 𝑘 comes from the total internal partition sums (<1% 

uncertainty at 296 K; Gamache, Hawkins, & Rothman, 1990), the air-broadened half-width at half 

maximum (HWHM, 2% uncertainty; Gordon et al., 2017), the water-vapor broadened HWHM (10% 

uncertainty for the selected N2O line, measured in this study, see SI Section III). Altogether, the 

uncertainty for 𝑘 is relatively small compared to uncertainties in the EC method.  
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Figure S1. Examples of different methods to retrieve the concentration from a wavelength modulation 
spectroscopy (WMS) 2f spectrum and their response to modulation index changes. Panel (a) shows the 

three approaches of retrieving the concentrations from a WMS 2f spectrum. Panel (b) shows their 

response to modulation index changes. The inset in panel (b) shows the relationship between modulation 
index and temperature at a constant pressure. The grey area in panel (b) shows the range of modulation 

indices when temperature changes from 0 to 50 ℃ while the pressure remains constant.  

 

II.  Measurements of water-vapor broadened half-width at half-maximum (HWHM) 

Water vapor is highly variable in the atmosphere and is a very efficient broadener of spectral lines for 

other gases. Therefore, changes in water vapor concentrations can lead to significant variations in 

retrieved N2O concentrations. Water-vapor broadening parameters (𝛾H2O) for several trace gases were 

recently included in the HITRAN database. However, 𝛾H2O for CO2 was scaled to approximate 𝛾H2O for 

N2O because of limited quantification for water-vapor broadening effects on N2O lines (Deng et al., 2017; 
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Tan, Kochanov, Rothman, & Gordon, 2019). To reduce the uncertainty associated with 𝛾H2O in this study, 

we measured 𝛾H2O for the P(24) N2O line at 4.542 µm.  

Figure S2. Experimental setup of the 𝛾H2O measurement. In this experiment, a QCL (Thorlabs, Inc., New 

Jersey, USA) was used to scan H2O and N2O lines from 2200 cm-1 to 2203 cm-1. The signal was received 

by a MCT detector (Intelligent Materials Solutions, Inc., New Jersey, USA). The beam was directed to a 

294 cm Herriot cell placed in a pressurized cell. The pressure inside the cell was controlled by an MKS 

640B pressure controller (MKS Instruments, Inc., Massachusetts, USA).   

 

Figure S2 shows a diagram of the experiment setup. A QCL (Thorlabs, Inc., New Jersey, USA) was tuned 

to scan absorbing features of the H2O line at 4.545 µm, the P(23) N2O line at 4.534 µm, and the P(24) 

N2O line at 4.542 µm by adjusting the laser temperature (PTC5000 Temperature Cssontroller; 

Wavelength Electronics, Inc., Montana, USA) and the injection current (QCL500 Laser Current Driver; 

Wavelength Electronics Inc., Montana, USA). The tuning rate (µm mA-1) was determined using the three 

absorption lines mentioned above. The beam was directed to a 10.5 cm Herriot cell and was reflected 28 

times leading to a path length of 294 cm. The Herriot cell was pressured controlled by an MKS 640B 

Pressure Controller (MKS Instruments, Inc., Massachusetts, USA). The beam coming out from the 

Herriot cell was detected by a mercury cadmium telluride (MCT) detector (Intelligent Materials 

Solutions, Inc., New Jersey, USA), and the detected signals were transmitted to a data acquisition board 
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(NI USB6363, National Instrument, Corp., Texas, USA) for post-processing. The experiment was 

conducted at a constant temperature (20.5 °C) and at multiple pressures inside the cell. The cell was 

connected to a standard gas of 10 ppmv N2O mixed with N2. A cell containing 0.5 L H2O was connected 

through multiple valves to the pressurized cell to create dry conditions (valve-off) and near-saturated 

water vapor (valve-on, ~24 hPa at 20.5 °C). 

 

The fractional absorbance spectra were calculated by subtracting the detected signals from the laser 

baseline and then dividing the results by the baseline. The LMFIT Python package (Newville et al., 2016) 

was used to fit the spectra with the Voigt profile to determine the half-widths at half-maximum (HWHM). 

The weak N2O absorption lines from P(9) transitions near the P(24) transitions in the scanned region were 

also fitted. Three examples of fitted spectra are shown in Fig. S3. The residual between the data and the 

fit was typically less than 2%. Using the observed H2O spectra and the H2O line intensity from HITRAN 

2012 with an uncertainty of 2% to 5%, the partial pressure was estimated to be 22.1 ± 0.9 hPa. 

Figure S3. Examples of fitting results for (a) the P(23) N2O line (4.534 µm), (b) the P(24) N2O (4.542 

µm), and (c) the H2O line (4.545 µm). The N2O spectra were measured for 10 ppmv N2O balanced with 
N2 at 69.0 hPa. The H2O spectrum was measured for 22.1 hPa H2O mixed with 10 ppm N2O balanced 

with N2 at a total pressure of 69.0 hPa. 

 

Figure S4 shows the retrieved Lorentzian HWHMs of the P(24) N2O line at different pressures with and 

without H2O. Slopes of the regression lines were used to estimate nitrogen induced broadening 

(c) (a) (b) 
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parameters 𝛾H2O. The intercepts of L0 and L1 were used to approximate HWHMs at zero N2 partial 

pressure under wet (HWHM|𝑝N2=0,wet) and dry conditions (HWHM|𝑝N2=0,dry), respectively. 𝛾H2O was 

then calculated as 

𝛾H2O =
HWHM|𝑝N2=0,wet − HWHM|𝑝N2=0,dry 

𝑝H2O
 (S11) 

In the process, 𝛾N2
 of the P(24) N2O line were also determined and compared with previous studies. The 

uncertainty of 𝛾H2O (95% confidence interval (CI)) can be estimated as  

휀𝛾H2O
= √

휀HWHM|𝑝N2
=0,wet

2 + 휀HWHM|𝑝N2
=0,dry 

2

𝑝H2O
2 +

(HWHM|𝑝N2=0,wet − HWHM|𝑝N2=0,dry )
2

휀𝑝H2O

2

𝑝H2O
4  (S12) 

where  휀HWHM|𝑝N2
=0,wet

 and 휀HWHM|𝑝N2
=0,dry 

 are uncertainties of the intercepts derived from the 

regression and 휀𝑝H2O
 is the uncertainty of the water vapor partial pressure derived from the retrieval 

program.  

Figure S4. Lorentzian half width at half maximum (HWHM) of the P(24) line at different pressures with 

(orange) and without (blue) water vapor (22.1 ± 0.9 hPa). The difference in offsets of the orange and blue 
lines is water-vapor broadened HWHM.  
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The results are listed in Table S1. The result of 𝛾N2
 is consistent with previous estimates (Lacome, Levy, 

& Guelachvili, 1984; Toth, 2000) and 𝛾H2O measured in this study is 20% smaller than the estimates from 

HITRAN (Deng et al., 2017; Tan et al., 2019). 

Table S1. Results of N2- and H2O-broadened line width coefficients for the P(24) line (4.542 µm, 

2201.75 cm-1); results from previous studies are also listed for comparison. Numbers in parentheses show 
95% confidence interval. 

N2-broadened coefficient 

(cm-1 atm-1) 

Air-broadened 

coefficient (cm-1 atm-1) 

H2O-broadened coefficient  

(cm-1 atm-1) 

Lacome et al. 

(1984) 

Toth  

(2000) 

This study HITRAN (Gordon et al., 

2017) 

HITRAN (Tan et al., 

2019) 

This work 

0.0754(4) 0.0756(7) 0.0754(4) 0.0730(2) 0.13(2) 0.11(1) 

 

III. Validation of spectroscopic simulations 

Figure S5 shows the schematic diagram of the experimental setup for validation of spectroscopic 

simulations for the 4.542 µm N2O line. 80 ppmv N2O mixed with N2 was supplied to a pressure- and 

temperature-controlled chamber, and an optical cell with a path length of 7.62 cm was used to generate 

absorptions similar to those of 330 ppbv N2O in an optical cell with a path length 1890 cm. The 

temperature of the chamber was controlled by a water bath and was measured by a 10-kΩ thermistor 

inside the chamber. The pressure of the chamber was maintained at 1.03 atm by a MKS 640B pressure 

controller (MKS Instruments, Inc., Massachusetts, USA). A quantum cascade laser (QCL; Hamamatsu 

Photonics K.K., Japan) was tuned to scan the 4.542 µm N2O line using WMS by adjusting the laser 

temperature (PTC5000 Temperature Controller; Wavelength Electronics, Inc., Montana, USA) and the 

injection current (QCL500 Laser Current Driver; Wavelength Electronics Inc., Montana, USA). N2O 

mixing ratios were measured using peak-to-trough heights (PTH) of the WMS 2f spectra and were 

converted to N2O mixing ratio equivalents to a path-length of 1890 cm. The results are shown in Fig. 3c 

in the main text.  
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Figure S5. Experimental setup of spectroscopic simulation validation. A quantum cascade laser (QCL; 

Hamamatsu Photonics K.K., Japan) was used to scan the 4.542 µm N2O line. The signal was received by 

a mercury cadmium telluride (MCT) detector (Intelligent Materials Solutions, Inc., New Jersey, USA). 
The beam was directed to a 7.62 cm optical cell placed in a pressurized chamber. The pressure inside the 

cell was controlled by a MKS 640B pressure controller (MKS Instruments, Inc., Massachusetts, USA). 

The temperature of the chamber is controlled by a customized water bath. The temperature inside the 
chamber was measured by a 10k thermistor.  

 

IV. Calibration and in-field performance of the open-path N2O sensor 

In 2015, the N2O sensor experienced significant drifts resulting from low-frequency optical fringes with a 

free spectral range (FSR) similar to the width of the N2O absorption feature. Ranging from 5 min to a few 

hours depending on atmospheric conditions, drifts occurred within the average time window for EC 

calculation (30 min) with time scales. The drifting issue was investigated by calibrating the sensor in an 

environmental chamber. Figure S6 shows the calibrations of the open-path N2O sensor that were typically 

conducted with three reference concentrations (0, 330, and 500 ppbv) at multiple temperatures. The error 

bars in Fig. S6 represent the 95% CIs of the slopes and the intercepts derived from ordinary least squares 

regressions between reference concentrations and sensor readings. A few calibrations were conducted 

with one span (0 and 500 ppbv) and, thus, have no error estimate in Fig. S6. Although the low-frequency 
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optical fringes were sensitive to temperature changes, the drifts did not show a statistically significant 

relationship with temperatures that can be used for correcting the observations. The sensitivity of the 

sensor, however, remained constant.  

 

In 2016, the sensor was redesigned to improve its optomechanical stability. As a result, the drift issue was 

less severe in 2016, as demonstrated by calibrations in the environmental chamber similar to those of 

2015 (see Fig. S6). In-field measurements in 2016 were compared with the initial concentrations of static 

chamber (SC) measurements calculated as the intercepts of linear regressions using four gas samples 

extracted from the chamber (see Fig. S7), which showed a good correlation (R2 = 0.61). The observations 

from the open-path N2O sensor were, in general, lower than the initial concentrations of SC 

measurements because the chamber measurements were closer to ground where N2O concentrations were 

influenced more by the soil emissions.   
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Figure S6. Calibrations of the open-path N2O sensor during the 2015 and 2016 field campaigns. The 

gains and offsets were determined using ordinary least squares regressions. The error bars show the 
uncertainties of the fits (95% CI). The dots are calibrations with a single span and, therefore, do not have 

uncertainty estimates. The calibration on 4/24/2015 and 4/29/2016 had 6 and 8 spans, respectively at 

constant pressure and temperature. All other calibrations were carried out in an environmental chamber 
that subjected to pressure changes. Calibrations in 2015 showed large drifts in the offset of the sensor. 

Figure S7. Comparison between N2O mixing ratios measured by the open-path N2O sensor and estimated 

as the intercept of regressions using four gas samples from the static chamber. Orthogonal distance 

regression was conducted, and the uncertainties of the results are 95% confidence intervals (CIs). 

The open-path N2O sensor was also compared with a closed-path CH4/N2O/H2O analyzer (Los Gatos 

Research (LGR) Inc., California, USA) for three days in an enclosed cabin in March 2017. The precision 

of N2O measurements for the LGR N2O analyzer was 0.2 ppbv at 1 Hz. The inlet of the LGR N2O 

analyzer was placed above the center of the sampling volume of the open-path N2O sensor. 10 ppmv N2O 

was introduced initially and was naturally vented out of the cabin to create the span for comparison. 

Figure S8a shows the time series of N2O concentrations measured by the open-path N2O sensor (corrected 
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for spectroscopic effects, which was dominated by H2O-related effects) and the LGR N2O analyzer. The 

two instruments were synchronized by maximizing their cross-covariance. However, small discrepancies 

may still exist due to spatial variations of the N2O concentration and response time differences. Overall, 

we found a good agreement between the two instruments for the range of 330 to 450 ppbv (Fig. S8b) with 

a slope of 1.00 ± 0.02 (95% CI), an intercept of 0.6 ± 0.3 ppbv, and R2 = 0.96.  

 

Figure S8. Comparison between the open-path N2O sensor and a commercial closed-path N2O analyzer 
(Los Gatos Research, Inc., California, USA). (a) Time series of the three-day comparison; (b) tracer-

tracer plot for N2O concentration <450 ppbv.   

 

Optimal in-field precisions were estimated using observations made at the beginning of 2015 and 2016 

deployments, respectively. Figure S9 shows Allan deviations of two periods with relatively stable N2O 

readings. The precision of the open-path N2O sensor was estimated to be 0.1 ppbv at 10 Hz in 2015 and 

0.15 ppbv at 10 Hz in 2016. The Allan deviation increases significantly as integration time increases, 

reaching 0.8 ppbv at a 30-min time scale for the relatively stable period in 2015. In 2016, less drift was 

observed in the field. The precision of the open-path N2O sensor worsened in 2016 because of detector 

and mirror deteriorations. The detector deterioration was caused by frequent shutdowns of the instrument 

due to insufficient power supply from solar panels. The mirror deterioration was cause by oxidation of 

Mo, which had not been fixed until 2019 with a new coating on the mirrors. 
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Figure S9. Allan deviations of the open-path N2O sensor for periods with optimal performance at the 
beginnings of 2015 and 2016 deployments. Panels (a) and (b) show the Allan deviations for 2015 and 

2016, respectively. Panels (c) and (d) show the time series used to calculate the Allan deviations.  

 

V. Calculation of EC flux and random errors  

Eddy covariance fluxes were calculated over 30-min intervals following the framework proposed by 

Mauder et al. (2013). Modifications were added to account for temperature, pressure, and water vapor 

spectroscopic effects on the N2O measurements.  

 

The first step was the post-processing of the high-frequency data, including quality control for all 

observations, time synchronization, spectroscopic correction for the open-path N2O sensor, despiking 

(mean absolute deviation method (Mauder et al. 2013), and detrending (rolling-mean detrending with a 

time-window of 5 min was used in 2015 to reduce impacts of drifts, and block-average detrending was 

used in 2016). Temperatures and water vapor concentrations measured at 10 Hz by the sonic anemometer 

and the LI-7500 analyzer, respectively, were used to calculate the spectroscopic correction coefficient (𝑘) 

at 10 Hz, which links measured and corrected mass density as 
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𝜌𝑚 = 𝑘(𝑇, 𝑝, 𝜌𝑣)𝜌𝑐𝑚  (S13) 

Corrections for H2O-related effects were achieved by treating line broadening as a special case of 

pressure broadening (McDermitt et al., 2011). High-frequency pressure fluctuations were neglected in this 

study. Therefore, low-frequency pressure measurements from the LI-7500 were used for the spectroscopic 

correction. N2O concentrations from the open-path N2O sensor and H2O measurements from the LI-7500 

analyzer were adjusted for time lags with respect to the temperature measured by the anemometer due to 

spatial separations. The average (AVG) method proposed by Taipale, Ruuskanen, and Rinne (2010) that 

maximizes one second rolling average of cross-covariances within a time window of ±1.5 seconds was 

used for the time-lag determination. Langford, Acton, Ammann, Valach, and Nemitz (2015) showed that 

the AVG method could reduce the systematic biases (e.g. mirroring effects) introduced through the 

interplay between the sensor noise and the approach used for the time-lag determination, when compared 

to the cross-covariance maximization approach. The systematic biases associated with time-lag 

determination are of particular concerns when measured EC fluxes are near or below the flux detection 

limits (Langford et al., 2015).   

 

The second step was to calculate variances and covariances, which were corrected for wind rotation 

(planar fit), high-frequency attenuations due to spatial separation of sensors and path length averaging 

(Moore, 1982),  water vapor impacts on sonic temperature (SND-correction) (Liu, Peters, & Foken, 

2001), and density and spectroscopic fluctuations (Burba, Anderson, & Komissarov, 2019; Webb, 

Pearman, & Leuning, 1980). Additional attenuation proposed by Burba et al. (2019) was applied to 

account for the base differences between the open-path N2O sensor and the anemometer or the LI-7500. 

Finally, the one-dimensional flux density distribution was estimated based on the analytical model 

developed by Kljun, Calanca, Rotach, and Schmid (2004) to determine footprints of the fluxes (upwind 

distance that recovered 70% of the flux). 
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Two types of random errors were estimated, including (1) total random errors (𝜎cov) and (2) random 

errors due to instrumental noise (𝜎cov
instr) (Mauder et al., 2013). Note that 𝜎cov includes 𝜎cov

instr, and we 

calculated 𝜎cov
instr to investigate sensor performance during the campaigns and how sensor performance 

impacts 𝜎cov.  

 

Total random errors (𝜎cov) were calculated as Mauder et al., (2013): 

𝜎𝑤′𝑠′̅̅ ̅̅ ̅̅ ̅ = √
1

𝑛
∑ (𝑤′𝑤𝑝

′̅̅ ̅̅ ̅̅ ̅ ⋅ 𝑠′𝑠𝑝
′̅̅ ̅̅ ̅ + 𝑤′𝑠𝑝

′̅̅ ̅̅ ̅̅ ⋅ 𝑠′𝑤𝑝
′̅̅ ̅̅ ̅̅ )

𝑚

𝑝=−𝑚

  (S14) 

where 𝑤′𝑤𝑝
′̅̅ ̅̅ ̅̅ ̅ and 𝑠′𝑠𝑝

′̅̅ ̅̅ ̅ are the auto-covariances with lag p for the vertical wind and a specific tracer with 

lag 𝑝, 𝑤′𝑠𝑝
′̅̅ ̅̅ ̅̅  is the cross-covariance with lag 𝑝 on 𝑠 while 𝑠′𝑤𝑝

′̅̅ ̅̅ ̅̅  is for lag 𝑝 on 𝑤. The summation bound m 

equals to 𝑛/2 (𝑛=18000 for 30-min EC calculation with 10-Hz measurements).  

 

Random errors of EC calculation associated with the instrumental noise (𝜎cov
instr) were calculated 

following Mauder et al. (2013). The basic assumption is that the instrumental noise is uncorrelated with 

the true signal then the noise term only appears at zero lag in the autocovariance: 

𝐶11(𝑝) = {
𝑥′𝑥𝑝

′̅̅ ̅̅ ̅̅ ,                  𝑝 > 0

𝑥′2̅̅ ̅̅ + 휀𝑥2̅̅ ̅̅ ̅, 𝑝 = 0
 (S15) 

where 𝑥′ is the deviation from the mean; 휀𝑥 is the noise error, and the subscript 𝑝 denotes the same 

quantity as without the subscript but shifted in time by 𝑝 seconds. The variance of the noise error can, 

therefore, be estimated as: 

휀𝑥2̅̅ ̅̅ ̅ = 𝐶11(0) − 𝐶11(𝑝 → 0) (S16) 

where 𝐶11(𝑝 → 0) is 𝐶11(𝑝), without 𝐶11(0), extrapolated to zero lag. Four autocovariance terms (𝑝 = 

1…4) were calculated for the extrapolation in this study following (Mauder et al., 2013). Once the 

variance of the noise error is calculated for vertical wind and trace gases or temperature, the 𝜎
𝑤′𝑠′̅̅ ̅̅ ̅̅ ̅
instr of 

corresponding flux can be calculated as  
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𝜎
𝑤′𝑠′̅̅ ̅̅ ̅̅ ̅
instr = √

1

𝑛
√휀𝑤2̅̅ ̅̅ ̅ ⋅ 𝑠′2̅̅̅̅ + 휀𝑠2̅̅ ̅̅̅ ⋅ 𝑤′2̅̅ ̅̅ ̅ (S17) 

where 𝑛 is the number of observations and  𝑥′2̅̅ ̅̅ = 𝐶11(𝑝 → 0). 

 

Before calculating 𝜎cov and 𝜎cov
instr, time series were detrended by applying a high-pass filter with a cut-off 

frequency of 7.5 min to minimize impacts of the trend on auto- and cross-covariances (Mauder et al., 

2013). This detrending was only done for the calculation of random errors and not for the calculation of 

fluxes. The two errors were calculated for covariances before applying corrections. The relative errors 

were calculated and multiplied with the high-frequency attenuation corrected covariances (Mauder et al., 

2013). Conventionally, random errors of corrected fluxes are calculated by applying the relative errors of 

raw covariances to fully corrected fluxes (Foken et al., 2004; Mauder et al., 2013), which could create 

significant biases in random errors when corrections overwhelm the true flux. For a sensor insensitive to 

temperature fluctuations that have just enough sensitivity to measure background fluxes (typically with a 

precision better than 0.1 ppbv at 10 Hz for N2O), the relative random error would be 100% when 

measuring a background level N2O flux (e.g., 20 µg N2O-N·m-2·hr-1). However, for a sensor with the 

same precision but requiring large corrections, the signal-to-noise ratio would be high when measuring a 

background flux because of the strong signals from density and spectroscopic effects (1 ppbv variations 

when temperature changes by 1 K for N2O). Consequently, a low relative random error would be assigned 

to the measurements (10% in this case), and the instrument subject to large corrections will report a much 

lower random error for the corrected flux (2 µg N2O-N·m-2·hr-1 for 20 µg N2O-N·m-2·hr-1 flux) than a 

sensor insensitive to temperature variations. The issue is that the correction related errors are ignored. To 

account for the error propagations, in this study, random errors of corrected fluxes were calculated using 

Eq. (4) listed in the main text. The detection limit of the EC system was determined as 1.96𝜎𝐹𝑐
 (95% CI). 
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Periods with non-ideal conditions for EC method were excluded by using quality control filters following 

Mauder et al. (2013), which defines three quality classes: 1) Class 0: high-quality data, can be used in 

fundamental research; 2) Class 1: moderate quality data, no restrictions for use in long term observation 

programs; 3) Class 2: low data quality. Quality check flags were assigned based on the steady-state tests 

(SST) of all fluxes and the integral turbulence characteristics (ITC) tests of u and w for u* and w only for 

scalar fluxes. Only Class 0 data were used in this study. In addition to quality check flags, two filters were 

applied to ensure fetch requirements, and vertical mixing conditions. First, only measurements with 70% 

flux occurring within the cornfield were used for the following analyses. Footprints of the flux 

measurements were estimated using the model developed by Kljun et al. (2004). Second, a frictional 

velocity (𝑢∗) threshold of 0.1 m·s-1 was determined by checking the relationship between 𝑢∗ and 

nighttime CO2 and N2O fluxes measured at the site (Nemitz et al., 2018). Fluxes below estimated flux 

detection limits were included in the analysis to avoid biases as suggested by Langford et al. (2015). 

 

VI. SC flux measurements and uncertainty estimates for SC and EC comparison  

The SC measurement procedure has been described by Oates et al. (2016), and a brief overview of the 

procedure is provided here. SC measurements were made between 10:00 and 16:00 local time. The first 

step was to insert bases of the cylindrical chamber about 5 cm below the soil surface, which was 

completed weeks before the measurements. The cylindrical chamber had a diameter of 28.5 cm and a 

height of about 17 cm, providing an effective headspace volume of 10 L with the lid installed. The lid had 

a septum for gas extraction and a 2-mm diameter venting tube for pressure equilibration. Headspace gas 

was extracted immediately following lid installation with a 10-ml nylon syringe and a 23-gauge needle. 

Three more extractions were made at 20-min intervals over a 60-min period. The extracted gases were 

injected into 5.9-ml Exetainer glass vials (Labco Limited, Buckinghamshire, UK). Standard gases (1 

ppmv N2O, 1 ppmv CH4, and 400 ppmv CO2) and ambient air were also loaded into vials to evaluate 

potential sample losses prior to concentration measurements by gas chromatography using an electron 
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capture detection (micro-ECD, Agilent 7890A GC System, California, USA) for N2O. Visual inspection 

of N2O accumulation curves identified samples with lost pressure or other measurement problems, for 

which fluxes were discarded. Linear regressions were performed to fit gas concentration against time. The 

intercepts from the regressions were compared with N2O concentrations measured by the open-path 

sensor in 2016 (see Fig. S7). The SC fluxes were estimated using the slopes of the regressions.   

 

In 2015, N2O soil fluxes from 12 locations in the field were measured simultaneously on 5 days after 

planting and after application of fertilizers. Figure S10 shows the locations of the chambers. In 2016, a 

pair of chambers were used to measured soil N2O flux at the same time with one chamber on the 

fertilization slit and another one positioned away from the slit but not on the plant. Although the spatial 

coverage of SC measurements decreased in 2016, the measurements were made more frequently, leading 

to a better temporal coverage. SC fluxes were averaged spatially to compare with N2O EC fluxes. 

Because there were temporal gaps in the EC measurements due to instrument conditions as well as non-

ideal atmospheric conditions for the EC method, mean values of N2O EC fluxes observed 2 hours before 

and 2 hours after the corresponding SC measurement were used for the comparison. Time windows of ±1 

and ±3 hours were also used to investigate impacts of temporal averaging on the SC and EC comparison.  

 

Spatial and temporal variations of N2O fluxes and random errors were considered for the comparison 

between SC and EC fluxes. For the SC fluxes, the uncertainties of the measurements were largely caused 

by spatial variations, which were calculated as the standard deviations of concurrent SC measurements. 

For the EC measurements, random errors and temporal variations were considered as  

𝜎𝐹𝑐

𝜏 =
√∑ (𝐹𝑐

𝑡 − 𝐹�̅�)2𝑡=𝑡0+𝜏
𝑡=𝑡0−𝜏

𝑁 − 1
+

∑ (𝜎𝐹𝑐

𝑡=𝑡0)
2𝑡=𝑡0+𝜏

𝑡=𝑡0−𝜏

𝑁2
 (S18)

 

where ±𝜏 is the temporal window, 𝑁 is the number of samples within the temporal window. When there 

was only one sample within the temporal window, only the random error of the corrected flux was 

considered. 
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Figure S10. Locations of static chamber measurements in 2015. 

 

VII. Measured EC fluxes 

Figure S11 shows time series of observed N2O concentrations by the open-path N2O sensor and SC 

samples, ambient temperatures, corrected N2O EC fluxes, and N2O SC fluxes. In 2015, N2O 

concentrations observed by the open-path N2O sensor showed strong variations because of the drifting 

issue. In 2016, the drifts were much smaller and showed consistent pattern with the intercepts obtained 

from SC samples (see Fig. S7 for the comparison between EC and SC N2O concentrations). 
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Figure S11. Time series of observed N2O concentrations (blue dots), temperatures (orange dots), eddy 
covariance (EC) N2O fluxes (black dots), and static chamber (SC) N2O initial concentrations and fluxes 

(red dots). Dashed lines indicate planting and fertilization dates. 
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As discussed in Section V, 5-min rolling average was used to detrend 2015 N2O observations before 

calculating the N2O EC fluxes. To investigate the potential impacts of removing true flux signals due to 

the 5-min rolling average detrending, we applied the same detrend to the 2016 dataset and compared the 

results with the EC flux calculated using a block detrend. The results are shown in Fig. S12. We found the 

influence of using the 5-min rolling average detrending on observations without drifts was negligible after 

quality control, indicating that contribution of low-frequency signals (with a period longer than 5 min) at 

the site is insignificant. In 2015, however, removing 5-min rolling average leads to a larger change than in 

2016, showing the impacts of the drifts. 

Figure S12. Comparisons between N2O EC fluxes in 2015 and 2015 calculated using block-average and 

rolling-mean detrendings. 

 

In 2015, the sensor’s power consumption was around 50 W and had frequent shutdowns. As a result, the 

uptime of the sensor was around 25% of the time from May to July. In 2016, power consumption of the 

sensor was reduced to around 30 – 40 W, and automatic start and stop function was added to preserve the 

batteries. Therefore, the sensor uptime was around 34% in 2016. Table S2 and Table S3 list data 

coverages during daytime and nighttime. Statistics for data that were removed according to quality 

control and filtering described in SI Section V are also listed in Table S2 and Table S3 for comparison. 

Diel and daytime means of N2O fluxes and corrections are reported in Table 2 in main text. 
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Table S2. Statistics of quality control and random errors of the N2O EC flux in 2015 (as standard deviations). 
Quality 

flag 

Filter 

applied 

Count Fraction  Absolute 

instrument 

error 

(mean) 

Absolute 

instrument 

error 

(median) 

Absolute 

error of 

raw flux 

(mean) 

Absolute 

error of 

raw flux 

(median) 

Absolute 

error of 

corrected 

flux 

(mean) 

Absolute 

error of 

corrected 

flux 

(median) 

Relative 

instrument 

error 

(mean) 

Relative 

instrument 

error 

(median) 

Relative 

error of 

raw 

flux 

(mean) 

Relative 

error of 

raw flux 

(median) 

Relative 

error of 

corrected 

flux 

(mean) 

Relative 

error of 

corrected 

flux 

(median) 

Unit 
  

% µg N2O-

N·m-2·hr-1 

µg N2O-

N·m-2·hr-1 

µg N2O-

N·m-2hr-1 

µg N2O-

N·m-2hr-1 

µg N2O-

N·m-2hr-1 

µg N2O-

N·m-2hr-1 

% % % % % % 

Class 0, 

daytime 

All 231 19 42 31 115 89 115 89 11 5 22 14 30 11 

Fetch 230 19 42 31 115 90 116 90 11 5 22 14 30 11 

& u* 225 18 43 31 117 91 118 91 11 5 22 14 31 11 

Class 0, 

nighttime 

All 152 11 24 16 45 28 45 28 19 11 27 17 60 21 

Fetch 120 8 27 17 49 29 50 29 19 12 27 16 60 22 

& u* 113 8 29 17 50 30 50 30 20 12 25 17 60 22 

Class 0 

& 1, 

daytime 

All 312 25 40 29 109 84 110 85 10 4 22 14 29 12 

Fetch 306 25 40 30 110 85 111 86 10 4 22 14 29 11 

& u* 281 23 42 30 113 86 114 87 10 4 22 13 28 11 

Class 0 

& 1, 

nighttime 

All 273 19 21 13 39 24 39 24 19 11 32 19 59 22 

Fetch 195 13 22 14 42 25 43 25 19 10 31 18 59 22 

& u* 157 11 25 16 45 25 45 25 19 11 26 17 52 20 

Total, 

daytime 

All 333 27 39 28 106 82 107 82 10 5 22 14 30 12 

Fetch 322 26 40 29 108 83 108 84 10 4 21 14 29 11 

& u* 285 23 42 30 112 86 113 86 10 5 22 13 28 11 

Total, 

nighttime 

All 328 23 22 12 42 24 42 24 20 11 44 21 83 23 

Fetch 224 15 20 12 43 24 43 24 19 10 47 20 86 23 

& u* 158 11 25 16 45 25 45 25 19 11 33 17 52 20 
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Table S3. Statistics of quality control and random errors of the N2O EC flux in 2016 (as standard deviations). 
Quality 

flag 

Filter 

applied 

Count Fraction  Absolute 

instrument 

error 

(mean) 

Absolute 

instrument 

error 

(median) 

Absolute 

error of 

raw flux 

(mean) 

Absolute 

error of 

raw flux 

(median) 

Absolute 

error of 

corrected 

flux 

(mean) 

Absolute 

error of 

corrected 

flux 

(median) 

Relative 

instrument 

error 

(mean) 

Relative 

instrument 

error 

(median) 

Relative 

error of 

raw 

flux 

(mean) 

Relative 

error of 

raw flux 

(median) 

Relative 

error of 

corrected 

flux 

(mean) 

Relative 

error of 

corrected 

flux 

(median) 
   

% µg N2O-

N·m-2hr-1 

µg N2O-

N·m-2hr-1 

µg N2O-

N·m-2hr-1 

µg N2O-

N·m-2hr-1 

µg N2O-

N·m-2hr-1 

µg N2O-

N·m-2hr-1 

% % % % % % 

Class 0, 

daytime 

All 433 33 34 20 42 37 43 37 26 18 49 35 295 23 

Fetch 430 33 35 20 42 37 43 37 26 18 49 34 297 23 

& u* 422 32 35 20 43 37 43 38 26 18 49 35 302 23 

Class 0, 

nighttime 

All 150 10 13 9 15 12 15 12 26 17 33 24 102 20 

Fetch 138 9 14 10 15 12 16 13 26 17 33 24 109 23 

& u* 112 7 15 11 16 13 15 13 28 19 33 24 129 23 

Class 0 

& 1, 

daytime 

All 517 39 37 19 42 37 42 37 30 20 57 37 490 25 

Fetch 511 39 37 19 42 37 43 37 30 20 57 37 495 26 

& u* 483 37 38 20 43 37 43 38 30 20 57 38 519 25 

Class 0 

& 1, 

nighttime 

All 284 18 13 8 14 11 14 12 28 18 38 27 100 24 

Fetch 242 16 13 8 14 11 14 12 28 18 38 27 111 25 

& u* 137 9 16 11 16 14 16 14 32 21 39 26 142 24 

Total, 

daytime 

All 538 41 37 19 42 37 42 37 31 20 58 38 468 26 

Fetch 532 40 38 19 42 37 43 37 31 20 58 38 474 27 

& u* 488 37 39 20 43 37 43 38 32 20 59 38 511 26 

Total, 

nighttime 

All 424 27 16 6 17 10 17 10 40 18 66 30 101 29 

Fetch 340 22 17 6 14 10 14 10 42 19 68 30 114 30 

& u* 140 9 30 11 16 14 16 14 65 22 98 27 136 25 
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VIII. Flux random errors and detection limits  

Figure S13 shows three types of random errors and total random errors. Random errors caused by 

instrumental noise (𝜎cov
instr) were estimated using Eq. (S17), and random errors due to stochastic nature of 

the turbulence were calculated as the differences between 𝜎cov and 𝜎cov
instr (Langford et al., 2015; Mauder 

et al., 2013). Random errors propagated through corrections are calculated as the terms related to 𝜎𝑤′𝑇′̅̅ ̅̅ ̅̅ ̅ 

and 𝜎
𝑤′𝜌𝑣

′̅̅ ̅̅ ̅̅ ̅ in Eq. (4) in the main text. Contributions of these errors to random errors of the corrected N2O 

flux were calculated using their squared values, assuming they are Gaussian and independent of each 

other. 

Figure S13. Random errors (standard deviations) of the corrected N2O fluxes and contributions of 

different sources. Blue areas show errors propagated through corrections. Orange areas show errors due 
to stochastic nature of the turbulence. And green areas show the errors caused by instrumental noises. 

Contributions of different types of random errors were calculated using their squared values assuming 

they are independent to each other. 
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The median (mean) values of 𝜎𝐹𝑐
 were 71 (95) and 32 (38) µg N2O-N·m-2·hr-1 for Class 0 data in 2015 

and 2016, respectively. Defining 1.96𝜎𝐹𝑐
 as the detection limit (95% CI), the median detection limits were 

139 and 63 µg N2O-N m-2 hr-1 in 2015 and 2016, respectively. The detection limit in 2015 was impacted 

by large N2O emissions from fertilizations applied during planting. The median detection limit in 2016 is 

50%, 70%, and 330% larger than the detection limits reported by Kroon et al. (2010), Neftel et al. (2010), 

and Huang et al. (2014) for closed-path N2O systems. Diel and daytime means of corresponding detection 

limits are reported in Table 2 in the main text. Daytime and nighttime random errors are also listed in 

Table S2 and Table S3.  

 

The median (mean) values of 𝜎cov
instr were 31 (42) and 20 (34) µg N2O-N·m-2·hr-1, contributing (squared 

contributions to square sum errors) to 14% (30%) and 32% (41%) of total random errors of the corrected 

N2O fluxes, in 2015 and 2016, respectively. The contribution of instrumental noises to total random errors 

of N2O fluxes were much higher than those of sensible and latent heat fluxes, which were around 4 – 6%, 

highlighting the challenges associated with measuring N2O precisely at high frequency. Because of low 

|𝑀𝑇|, the random errors propagated through corrections had small contributions (1 – 3%) to the random 

errors of the corrected N2O fluxes. This also means that improving sensor precision in the future can 

significantly reduce flux detection limit. 

 

IX. Cospectra and high-frequency attenuation  

Figure S14 shows the cospectra of quality controlled sensible heat, CO2, H2O, and N2O fluxes for 

unstable and stable conditions in 2015 and 2016, respectively. Overall, the cospectra of N2O fluxes are 

consistent with the cospectra of sensible heat for normalized frequencies below 1 Hz. In 2015, rolling-

mean detrending was used to reduce the impacts of drift. However, as shown in the cospectra, there was 

no significant attenuation of low-frequency signals, consistent with the results shown in Fig. S12.  
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High-frequency attenuations (HFAs) were not observed for the N2O fluxes despite having a longer 

averaging-path (30 cm) than the LI-7500 (12.5 cm). Both the open-path N2O and the LI-7500 were 

positioned 20 – 30 cm from the anemometer. Under stable conditions (L/(z-d)>0.05), the contribution of 

the high-frequency signal even increased in the high frequency domain (>1 Hz). This might result from a 

low signal-to-noise ratio (SNR) for small N2O fluxes as demonstrated by Langford et al. (2015). Because 

of this limitation, the theoretical method proposed by Moore (1986) using transfer functions was used to 

estimate high-frequency attenuations instead of using the Ogive curve method as proposed by Ammann, 

Brunner, Spirig, and Neftel (2006). The HFAs were estimated to be about 15% in both 2015 and 2016.  

Figure S14. Ensemble average cospectra of N2O, H2O, CO2, and sensible heat fluxes for stable and 

unstable conditions in 2015 and 2016. Only fluxes above detection limits were included.  

 

X. Comparisons between SC and EC fluxes with time windows of ±1 hour and ±3 hours 

Figure S15 shows comparisons between SC and EC fluxes with time windows of ±1 hour and ±3 hours. 

Using time windows of ±1 hour and ±3 hours only leads to minor changes in the regression results. 
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Figure S15. Comparison between EC and SC N2O fluxes with temporal windows of (a) ±1 and (b) ±3 
hours. Vertical error bars show the standard deviation of EC observations made within the temporal 

windows of the SC measurement time. Horizontal error bars show the standard deviation of SC 

measurements made at different locations of the field. The red line shows error-weighted orthogonal 

distance regression (ODR) result using both 2015 and 2016 observations. The uncertainties for the ODR 
results are 95% CI. 
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